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In traditional Layer 2 networks, reachability information is distributed in the data plane through flooding. With 

EVPN-VXLAN networks, this activity moves to the control plane.

EVPN is an extension to Border Gateway Protocol (BGP) that allows the network to carry endpoint reachability 

information such as Layer 2 MAC addresses and Layer 3 IP addresses. This control plane technology uses 

MP-BGP for MAC and IP address endpoint distribution, where MAC addresses are treated as routes.

Because MAC learning is now handled in the control plane, it avoids the flooding typical with layer 2 networks. 

EVPN can support di�erent data-plane encapsulation technologies between EVPN-VXLAN-enabled switches. 

With EVPN-VXLAN architectures, VXLAN provides the overlay data-plane encapsulation.

Network overlays are created by encapsulating tra�c and tunneling it over a physical network. The VXLAN 

tunneling protocol encapsulates Layer 2 Ethernet frames in Layer 3 UDP packets, enabling Layer 2 virtual 

networks or subnets that can span the underlying physical Layer 3 network. The device that performs VXLAN 

encapsulation and decapsulation is called a VXLAN tunnel endpoint (VTEP). EVPN enables devices acting as 

VTEPs to exchange reachability information with each other about their endpoints.

In a VXLAN overlay network, each Layer 2 subnet or segment is uniquely identified by a virtual network identifier 

(VNI). A VNI segments tra�c the same way that a VLAN ID segments tra�c - endpoints within the same virtual 

network can communicate directly with each other, while endpoints in di�erent virtual networks require a device 

that supports inter-VNI (inter-VXLAN) routing.
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Introduction to VxLAN BGP EVPN

Term Meaning

VNI (VxLAN Network Identifier) Virtual extension of VLAN over IP network

VTEP (VXLAN Tunnel End Point)
An entity that originates and/or terminates VXLAN 
tunnels which is specified by a source IP address.

NVO Network Virtualization Overlay
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The GNS3 network topology consists of two switches SONiC (202205) and Cumulus (4.2). Both switches are 

kept in the same ASN which is 65000. No IP address is assigned between switches. PC1 and PC2 are assigned 

untagged VLAN 10.

Network Topology
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Port Mapping

GNS3 SONiC 

Ethernet 0 Ethernet 0 

Ethernet 1 Ethernet 4 

Ethernet 2 Ethernet 8 

Ethernet 3 Ethernet 12 

Configurations
For the above topology, all hosts and switches are first 

configured before sending tra�c. First, switch Cumulus 

is configured and then SONiC. Command Reference 

guide is also available on GitHub for SONiC, whose link is 

given here.

Follow these steps to configure Cumulus.

Step 1
Assign IP address to Loopback interface by using the following command given below:

• net add loopback lo ip address 2.2.2.2/32

Before going to vtysh mode, use “ sudo -i ” command to go into root. Make all the interfaces swp1, spw2 and lo 

“up” by using the following commands given below in the screenshot.

Create VLAN, VNI, VxLAN tunnel and make “swp2” port as access port by using the following commands given 

below in the screenshot.
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Step 2

In the topology, no IP address is assigned on the interfaces between the switches. So, configure BGP Neighbor 

Session with unnumbered and announce the network by using the following commands given below in the 

screenshot.

Now announce L2VPN EVPN routes by using the following commands given below in the screenshot and save 

configurations  by using “ wr ” command.

Follow these steps to configure the SONiC switch.

Step 3

By default, all interfaces are routed (L3) and IP is assigned to them. To check the status of IP addresses, use the 

following command given below:

• show ip interfaces
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Step 3 (Continued)

Remove the IP addresses and assign IP address to Loopback by using the following commands given below in 

the screenshot:

Note: It is be�er practice to save configurations a�er executing two or three commands by using “sudo config 

save -y” command.

Step 4

Create VLAN and make Ethernet 4 as access port by using the following commands given below in the screen-

shot.

Create VxLAN, VNI and tunnel by using the following commands given below in the screenshot.
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Step 5

In SONiC, by default BGP is running with ASN 65100. First remove that instance and then configure BGP with 

unnumbered and announce the network by using the following commands given below in the screenshot.

Now announce L2VPN EVPN routes by using the following commands given below in the screenshot and 

save configurations by using “ wr ” command.

Step 6

Check the status in Cumulus Linux switch by using the following commands given below in the screenshot.
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Step 6 (Continued)
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Step 6 (Continued)



11

Step 7

Now check the status in SONiC switch by using the following commands given below in the screenshot. 
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Step 7 (Continued)
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Step 7 (Continued)

Step 8

Assign IP addresses to hosts PC1 and PC2 by using command given below:

• ip <ip_addr> <subnet mask>

A�er assigning IP addresses, check the status of IP address using command given below:

• show ip
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Result

PC1 to PC2

Once the switches and hosts are configured, communication becomes possible among hosts in the same 

VLAN. As is evident from the provided figure below, PC1 is receiving a response from PC2, as both of them 

belong to the same VLAN. Furthermore, the TTL (Time-to-Live) value stays at 64 and remains unchanged. 

Therefore, the VxLAN BGP EVPN has been successfully configured.

PC2 to PC1
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Github Reference 2

https://github.com/sonic-net/sonic-utilities/blob/master/doc/Command-Reference.md
https://github.com/sonic-net/SONiC/blob/master/doc/mclag/Sonic-mclag-hld.md
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-42/Layer-1-and-Switch-Ports/Interface-Configuration-and-Management/#:~:text=Cumulus%20Linux%20has%20a%20loopback,and%20must%20always%20be%20up
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-42/Network-Virtualization/Ethernet-Virtual-Private-Network-EVPN/Basic-Configuration/
https://docs.nvidia.com/networking-ethernet-software/cumulus-linux-42/Layer-2/Ethernet-Bridging-VLANs/Traditional-Bridge-Mode/
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