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PortChannel, also known as Link Aggregation or EtherChannel, is a network technology used to aggregate 

multiple physical network links into a single logical link. This approach enhances network performance, 

redundancy, and fault tolerance by distributing tra�c across these combined links. PortChannel allows for the 

simultaneous use of multiple connections between network devices, such as switches and routers, providing 

increased bandwidth and network resilience.
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Multi-chassis link aggregation groups (MC-LAGs) enable a client device to form a logical LAG interface between 

two MC-LAG peers. An MC-LAG provides redundancy, load balancing between the two MC-LAG peers and a 

loop-free Layer 2 network without running STP. On one end of an MC-LAG, there is an MC-LAG client device, 

such as a server, that has one or more physical links in a link aggregation group (LAG). This client device uses 

the links as a LAG. On the other side of the MC-LAG, there can be a maximum of two MC-LAG peers. Each of 

the MC-LAG peers has one or more physical links connected to a single client device. The MC-LAG peers use 

the Inter-Chassis Control Protocol (ICCP) to exchange control information and coordinate with each other to 

ensure that data tra�c is forwarded properly.

Introduction to MCLAG
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The GNS3 network topology consists of four switches: S1, S2, S3, and S4 with three portchannels "PortChan-

nel0008," "PortChannel0009," and "PortChannel0010”. PortChannel0008 is between S1 and S2, while PortChan-

nel0010 links S1, S3 and  S2, S3. Likewise, PortChannel0009 establishes a reliable connection between S1, S4 

and S2, S4. All portchannels carry tagged VLAN 100 tra�c, while PC1 and PC2 are assigned untagged VLAN 100.

Network Topology
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Port Mapping

GNS3 SONiC 

Ethernet 0 Ethernet 0 

Ethernet 1 Ethernet 4 

Ethernet 2 Ethernet 8 

Ethernet 3 Ethernet 12 

Configurations
For the above topology, all hosts and switches are first 

configured before sending tra�c. First, switch S1 is 

configured and the same steps are repeated for the 

switch S2. Command Reference guide is also available 

on GitHub for SONiC, whose link is given here.

Follow these steps to configure S1.

Step 1
In the community SONiC, an ICCPd Docker container is not initiated as part of the default startup process. This 

behaviour can be confirmed by executing the specified command provided below:

• docker ps -a

• The specific service "iccpd.service" refers to a service or daemon running on a 

Linux-based system. The acronym "iccpd" stands for "Inter-Chassis Communication Protocol 

Daemon." The iccpd.service is responsible for managing and facilitating the ICCP function-

ality on the system. It handles the communication and synchronization between the different 

chassis or devices participating in the ICCP network.

In the default configuration of the community SONiC, the iccpd.service is automatically masked.

• The error message "Failed to start iccpd.service: Unit iccpd.service is masked" 

indicates that the iccpd.service unit is currently masked on a system. When a service unit 

is masked, it means that the system is prevented from starting or stopping the service.

https://github.com/sonic-net/sonic-utilities/blob/master/doc/Command-Reference.md#startup-configuration
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Step 1 (Continued)

The above service can be unmasked by using the following command given below:

• sudo systemctl unmask iccpd

ICCPd docker container doesn't start by default, it can be started on demand.  To start the ICCPd docker 

container, the command is given below:

• sudo systemctl start iccpd

In the above figure, it can be seen that iccpd container is up and running.

Note: Whenever the switch restarts, the iccpd Docker container will stop, and it needs to be manually restarted 

a�erward.

Step 2

By default, all interfaces are routed (L3) and IP is assigned to them. To check the status of IP addresses, use the 

following command given below:

• show ip interfaces
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Step 2 (Continued)

Remove the IP addresses to make that interface a switch port (L2). For this, the command is given below:

• sudo config interface ip remove/add <interface_name> <ip_addr>

Note: It is be�er practice to save configurations a�er executing two or three commands by using “sudo config 

save -y” command.

Step 3

Now create Portchannels between switches. Before creating Portchannels, check the status by using the 

following command given below:

• show interfaces portchannel

In the above table, no Portchannel is created.
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Step 3 (Continued)

To establish connectivity between the "S1" and "S2" switches, it is necessary to create three portchannels 

named "PortChannel0008," "PortChannel0009," and "PortChannel0010." This can be accomplished by executing 

the provided command as follows:

• sudo config portchannel (add | del) <portchannel_name> [--min-links <num_min_links>] 

[--fallback (true | false)  [--fast-rate (true | false)]

The table below demonstrates the mapping of ports with PortChannels.

PortChannel0008 Ethernet0, Ethernet4 

PortChannel0010 Ethernet8 

PortChannel0009 Ethernet12 
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Step 4

Now make ports be a member of the portchannels by using the following command given below:

• sudo config portchannel member (add | del) <portchannel_name><member_portname>

To check the status of portchannels, use the following command given below:

• show interfaces portchannel

Note: In the above figure, the status of the ports is (S) "selected." This status will be displayed when a 

Portchannel is configured on all the switches, and the ports are members of it.

Step 5

Now create VLAN for topology. Before creating VLAN, check the VLAN table by using the following command 

given below:

• show vlan brief

In the above table, no VLAN is created. Now create VLAN 100 and associate it as a tagged VLAN member across 

all portchannels, by executing the following set of commands provided below:
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• sudo config vlan member add/del [-u|--untagged] <vlan_id> <member_portname>

Step 6

To configure MCLAG on “S1”, use the following commands given below:

• sudo config mclag {add | del}  \<domain-id> \<local-ip-addr> \<peer-ip-addr> \ 

[\<peer-ifname>]

• sudo config mclag unique-ip {add | del} <Vlan-interface's>

• sudo config mclag member {add | del}  \<domain-id> <portchannel-names>

Assign the IP address on VLAN 100 by using the following command given below:

• sudo config interface ip add Vlan100 192.168.100.1/24

To check the status of the VLAN interface, use the following command given below:

• show vlan brief

• sudo config vlan (add | del) <vlan_id>
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Step 7

Repeat steps 1-6 for the switch S2. 

Step 8

A�er configuring S1 and S2, create portchannels on S3 and S4. Below is the displayed status of portchannels on 

S3 and S4 respectively.

A�er creating Portchannels, create VLAN 100 on S3, S4 and make “Ethernet 8” untagged and portchannels 

“PortChannel0010, PortChannel0009” as tagged. Below is the displayed status of VLAN on S3 and S4 respec-

tively.



12

Step 9

Check the MCLAG status on “S2” by using the following command given below: 

• mclagdctl -i <mclag-id> dump state

This command retrieves and displays the current state of the specified MCLAG instance on the S2 switch.

Step 10

Assign IP addresses to hosts PC1 and PC2 by using command given below:

• ip <ip_addr> <subnet mask>

A�er assigning IP addresses, check the status of IP address using command given below:

• show ip



13

Result

PC1 to PC2

Once the switches and hosts are configured, communication becomes possible among hosts in the same 

VLAN. As is evident from the provided figure below, PC1 is receiving a response from PC2, as both of them 

belong to the same VLAN. As per configurations, the role of S1 is “active. When Wireshark is started on the link 

between S1 and S3, the result shows that packets are being sent and received on this link because S1 is acting 

as 'active'." Furthermore, the TTL (Time-to-Live) value stays at 64 and remains unchanged because no routing is 

involved. Therefore, the MCLAG has been successfully configured.
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Result (Continued)

The figure below shows that when Wireshark is started on the link between S2 and S3, no packets are sent or 

received on it because the role of S2 is standby.

One Link Down

In this scenario, the link between S1 & S4 is paused, but PC1 still receives responses from PC2 because tra�c is 

being sent through the link connecting S2 & S4.



h�ps://github.com/sonic-net/sonic-utilities/blob/master/doc/Command-Reference.md

ReferencesReferences
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Result (Continued)

S1 is Down

In this scenario, S1 is shut down. The interesting thing is that initially, host PC2 was not reachable because the 

role of S1 was 'active,' but a�er a few seconds, tra�c was handled by S2.

h�ps://github.com/sonic-net/SONiC/blob/master/doc/mclag/Sonic-mclag-hld.md

https://github.com/sonic-net/sonic-utilities/blob/master/doc/Command-Reference.md
https://github.com/sonic-net/SONiC/blob/master/doc/mclag/Sonic-mclag-hld.md
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