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The exponential growth of data, the increasingly ubiquitous nature of AI applications, and the 

rapid expansion of data center infrastructure size are among several trends profoundly 

impacting today’s data center networks.  As enterprise and research institutions strive to 

maximize data center efficiency from all aspects, improving the use of the network resources 

is perhaps the most impactful technique. 

InfiniBand is the preferred choice for world-leading supercomputers, displacing lower 

performance and proprietary interconnect options. The end-to-end NVIDIA® InfiniBand-based 

network enables extremely low latencies and high data throughput and message rates. Its 

high-value features, such as smart In-Network Computing acceleration engines, combined 

with advanced self-healing network capabilities, congestion control, quality of service, and 

adaptive routing,  enable leading performance and scalability for high-performance 

computing, artificial intelligence, and other compute and data-intensive applications. The 

performance advantages of InfiniBand are second to none, while its open industry-standards 

backed guarantee of backward and forward compatibility across generations ensure users 

protect their data center investments. 

In this white paper, we’ll look at how adaptive routing from NVIDIA plays such an important 

role, eliminating congestion and increasing data center performance. 

The underlying cause of a congested network is quite similar to that of a highway during rush 

hour—everybody going to work at the same time, resulting in congestion and moving at a 

snail’s pace.  InfiniBand is inherently a lossless fabric and switches won’t drop packets for 

flow control. Methods that reduce network congestion include congestion control and quality 

of service (QoS), both of which are supported by the InfiniBand network and can be very 

effective at reducing the effects of network congestion; however, there are other techniques 

included in the arsenal of InfiniBand features for robust performance: adaptive routing and 

NVIDIA Self-Healing Networking technology.  
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One of the best solutions for reducing congestion is to spread the traffic across routes—that is 

what adaptive routing is all about.  Adaptive routing determines the optimal path a data packet 

should follow through a network to arrive at a specific destination. By allowing packets to 

avoid congested areas, adaptive routing improves network resource utilization, increasing 

efficiency, and performance. 

NVIDIA InfiniBand is a full Software Defined Network (SDN) managed by a software 

management utility called the Subnet Manager (SM). This centralized entity configures the 

switches to pick and choose routes based on the network conditions. The switch ASIC selects 

the least loaded output port (from a set of outgoing ports); in effect, the route that achieves the 

best performance across the network. “Best performance” is determined by the lowest latency 

and maximum bandwidth for achieving the highest possible network efficiency. 

Adaptive routing maximizes overall cluster performance by spreading the traffic across all 

network links and increasing links’ utilization and balance, thus optimizing link bandwidth. The 

selection between different outgoing switch ports is based on a grading mechanism that 

considers egress port queue depth and path priority, where the shortest path has higher 

priority. Adaptive routing is supported on all types of InfiniBand topologies (for example Fat 

trees, DragonFly+, and Torus). Adaptive routing can also be configured for only a part of the 

topology (sub-topology). 

The role of AR is to redirect traffic toward a less occupied outgoing port chosen from a set of 

potential ports. This can cause the network packets to arrive at their destination out-of-order. 

NVIDIA® ConnectX® InfiniBand network adapters (starting with ConnectX-5) include the in-

hardware capability to manage out-of-order packet arrivals. 

InfiniBand Quality of Service is a mechanism designed to allocate bandwidth within the system 

per service, per virtual lane, or per port. It uses service levels (SLs), virtual lanes (VLs), and 

per-port arbiters to schedule traffic departing from a given port. An SL categorizes end-to-end 

data flow, while a VL both categorizes a flow over a given link and is also associated with 

isolated network resources. By default, the Subnet Manager enables adaptive routing on all 

SLs.  Users may opt to identify specific cases or applications where adaptive routing should 

not be used by configuring which SLs adaptive routing may or may not be applied. If adaptive 

routing is disabled on a specific SL, the packets on that SL will go through static routing only. 

NVIDIA Self-Healing Networking technology enables the network to overcome link failures and 

achieve network recovery 1000X faster than any software-based solution. This technology 

enables switches to exchange information on link status. If a specific network link is suddenly 

detected as inactive, the switch connected to this link will broadcast this info to relevant 



InfiniBand Adaptive Routing Technology 

 

NVIDIA InfiniBand Adaptive Routing Technology 

Accelerating HPC and AI Applications WP-10326-001_v01   |   5 

switches in the network, so they can modify their adaptive routing mechanism to avoid 

selecting a path that may lead to this nonactive link. This mode allows the fastest traffic 

recovery in case of switch-to-switch port failures due to link flaps, or neighboring switch 

reboots, without intervention by the Subnet Manager or application downtime. 

Adaptive routing is enabled by default in networks based on NVIDIA Switch-IB® 2 (InfiniBand 

EDR),   NVIDIA Quantum™ (InfiniBand HDR), and onwards, when deployed with ConnectX-5 or 

newer versions of host channel adapters (HCAs). This means that all application traffic 

receives the benefits of adaptive routing. 

If a customer prefers using static routing for specific applications, the adaptive routing 

mechanism should be disabled and enabled per SL. For configuration procedures, monitoring 

options, and examples, please refer to the community post: How To Configure Adaptive Routing. 

Micro-benchmarks are mini-applications that heavily test a specific function while trying to 

reach the performance limitation of the cluster. 

In a paper entitled “The Design, Deployment, and Evaluation of the CORAL Pre-Exascale 

Systems,” published in SC18 by researchers from Oak Ridge National Lab (ORNL) and 

Lawrence Livermore National Lab (LLNL), adaptive routing was found to achieve 96% network 

efficiency. The measurements were taken using CORAL’s (the Collaboration of Oak Ridge, 

Argonne, and Livermore) bisection bandwidth benchmark, based on an MPI-Graph that 

explores the bandwidth between possible MPI process pairs. The performance achieved using 

adaptive routing reached 11.8TB/s, which is 96% of the maximum bandwidth measured. In 

contrast, the single path static routing results achieve an average bandwidth of 10.2 TB/s, or 

only 80% of the maximum measured bandwidth, with much higher diversity, indicating many 

pairs reach 50% and below bandwidth. 

https://community.mellanox.com/s/article/How-To-Configure-Adaptive-Routing-and-SHIELD-New
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The b_eff test created a ring of nodes; each of which, sends traffic of different message sizes 

to its neighbors.   

The test presented in the following figure was measured on a Texas Advanced Computing 

Center (TACC) Frontera cluster using HDR100 InfiniBand Interconnect. In this example, we can 

see that once the number of nodes grows in the network, a bottleneck starts in one of the 

links, which causes a drop in the overall performance. Adaptive routing helps to load-balance 

the traffic between the network spines and thus, minimizes the bottleneck and improves the 

performance. 
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In this section, we review several applications and the effect adaptive routing has on them. We 

have run these applications on the Texas Advanced Computing Center “Frontera” 

supercomputer, which include the following elements: Intel(R) Xeon(R) Platinum 8280 CPUs at 

2.70GHz, InfiniBand HDR100 network in a Fat-tree 28/26 blocking topology (minor blocking). 

The Vienna Ab initio Simulation Package (VASP) is a computer program for atomic scale 

materials modeling, such as electronic structure calculations and quantum-mechanical 

molecular dynamics.  

VASP gains a performance improvement of approximately 10% on Frontera when AR is 

enabled. 

 

BSMBench is a flexible and scalable supercomputer benchmark from computational particle 

physics. As an open source benchmarking tool, it includes the ability to tune the ratio of 

communication to computation. 

BSMBench is used to simulate workloads such as Lattice Quantum ChromoDynamics, and by 

extension, its parent field Lattice Gauge Theory; these make up a significant fraction of global 

supercomputing cycles. 

The results demonstrated a 28% improvement with adaptive routing. 
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High-performance computing (HPC) and AI are the most essential tools fueling the 

advancement of science.  To handle the ever-growing demands for higher computation 

performance and the increase in the complexity of research problems, the network needs to 

maximize its efficiency.  

InfiniBand adaptive routing technology reroutes data to eliminate congestion, and therefore, 

increases data center performance. As presented, both HPC applications and AI applications 

utilizing adaptive routing achieve higher performance. Adaptive routing is an important 

network element that drives your  HPC systems toward new levels of utilization that increase 

return on investment. 
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